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Acronyms 

BECCS Bioenergy with CCS 

BEVs Battery Electric Vehicles 

CAT Centre for Alternative Technology 

CCAs Climate Change Agreements 

CCC Committee on Climate Change 

CCS Carbon Capture and Storage 

CfDs Contracts for Difference 

CNG Compressed Natural Gas 

COP21 21st session of the Conference of the Parties to the UNFCCC 

DDPP Deep Decarbonisation Pathways Project 

DECC Department of Energy & Climate Change 

DTI Department of Trade and Industry 

ECO Energy Company Obligation 

EMR Electricity Market Reform 

ETI Energy Technologies Institute 

ETSAP Energy Technology Systems Analysis Programme 

EU ETS European Union Emissions Trading Scheme 

GHG Greenhouse Gas 

H2FC Hydrogen Fuel Cell 

HGVs Heavy Goods Vehicles 

IA&S International aviation and shipping 

IEA International Energy Agency 

IPCC Intergovernmental Panel on Climate Change 

LDVs Light Duty Vehicles (cars, vans) 

LEVs Low Emission Vehicles 

OLEV Office of Low Emission Vehicles 

PHEVs Plug-in Hybrid Electric Vehicles 

RCEP Royal Commission on Environmental Pollution 

RCP Representative Concentration Pathways 

RHI Renewable Heat Incentive 

SMR Steam Methane Reformer 

TIMES The Integrated MARKAL-EFOM System 

UKERC UK Energy Research Centre 

UKTM UK TIMES Model 

UNEP United Nations Environmental Programme 

UNSDSN UN Sustainable Development Solutions Network 

 





2 

 

and gas extraction and supply activities. This allows the model to replicate the crucial role of increasing 

the stringency of environmental regulation for oil and gas systems. The sum of the exogenous and 

endogenous emissions are required (via a constraint) to be below a declining emission trajectory out to 

2100. For CH
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¶ fossil fuel trade [10] 

¶ bioenergy use [11] 

¶ industrial energy demand [12] 

¶ energy demand response [13] 

¶ technology learning [14] 

¶ transport decarbonisation [15,16] 

¶ role of CCS [17]  

¶ model scenario comparison [18] 

¶ macroeconomic impacts [19]  

¶ climate ambition [3,4,20ɀ22] 

1.1. Model approach (paradigm) 

The model is a multi-region, multi-sector energy system model, linked to both the wider economy via a 

simple macro-economic module and to the wider climate system, via a climate module (detailed in 

section 8).  

The energy system model is built using the TIMES model framework [23], which uses a linear 

programming approach to explore cost-optimal configurations of the future energy system. The model 

objective is to minimize total discounted system costs1. 
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supplied to meet energy service demands for a range of services (mobility, industrial products, thermal 

comfort in buildings). CO2 can also be captured and stored at different points across the system and 

transported and stored. At all parts of the energy system, GHG emissions are accounted for. 

 

Figure 3. TIAM-UCL energy system 

1.5. Policies 

Individual country or regional level policies are usually not modelled in detail, except for nationally 

determining contributions (NDCs) which are increasingly used as a reference case against which to 

compare more ambitious climate policies [19]. In the main, as with other IAMs, TIAM-UCL is primarily 

used to explore alternative futures under different levels of climate ambition, assuming global action is 

taken to effect this change. TIAM-UCL has also been used to investigate scenarios of differentiated 

regional action, in which developed countries take a lead in cutting emissions with some nations and 

regions ahead of others in developing climate policy that will enable deeper emission reductions than 

suggested by the scenarios of unified global action [25]. 

 

 

The model has a range of features, listed in Table 1. 

Table 1. Key features of TIAM
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Regional 

representation 
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2. Projected demands  

2.1. Energy service demands 

TIAM-UCL represents the demand for final energy across the four sub-sectors in the model (commercial, 

residential, transport, industry) in the f
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Figure 4. Shared Socio-economic Pathways (SSPs) narratives, reproduced from [28] 

TIAM-UCL has a simplified representation of the SSPs which include appropriately aligned regional GDP and 

population projections between 2005-2100 and scaled biomass availability. We have also made efforts to adjust 

and calibrate the model’s default ESD trajectories to match the SSP marker model for each SSP. This has been 

achieved by approximately aligning global final energy consumption between TIAM-UCL and each SSP marker 

model. Furthermore, in order to bring our SSP ESDs projections towards historical data (i.e. calibrated 

demands), individual service demands in each region have been inflated or deflated based on shifts in the energy 

system and energy demand in recent years. To-date, there are on-
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Figure 5. Schematic of the TIAM-UCL – MSA framework 

The modelling analysis considers only the costs of changes to the energy system and omits the negative 

impact and damages of climate change on the economy. These are typically omitted due to the timing of 
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3. Primary Energy resources 

3.1. Fossil fuels  

The fossil fuel upstream sector in TIAM-UCL incorporates the availability and costs of primary energy 

resources, all extraction processes, and any upgrading / processing required which yields energy 

commodity carriers that can be used as inputs into end-use sectors. For fossil fuel resources, this 

translates as all processes across the system, from extraction of resource out of the ground to a form 

where it can be input into another sector and/or traded to another region. Table 4 lists the different 

parts of the upstream fossil fuel sector, and where additional detail can be found on each in Appendix 2. 

Table 4. Structure of Appendix 2 

Upstream focus Section  Commodity Section 

Primary energy resources 

and the extraction of 

exhaustible primary 

commodities 

A2.1 Coal A2.1.1 

Natural gas  A2.1.2 

Oil
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3.1.2. Gas 

The underlying availability and cost of natural gas in TIAM-UCL is disaggregated into the following 

geological categories: 

¶ Non-associated conventional gas proved reserves 

¶ Non-associated conventional gas reserve additions  

¶ Non-associated conventional gas new discoveries 

¶ Associated natural gas 

¶ Arctic conventional natural gas resources 

¶ Shale gas 

¶ Coal bed methane 

¶ Tight natural gas  

 

The disaggregation is based on McGlade [31]. However, the characterisation of these resources has been 

further developed 
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Figure 6. Natural gas global supply cost curve from 2015 by a) TIAM-UCL region and b) resource 

category. 

Once extracted, the model represents processing of natural gas to remove impurities and ensure it is of 

pipeline / liquefaction quality. Regionalised operation and maintenance costs are associated with this 

processing step



14 

 

The representation of uncertainty in TIAM-UCL for oil availability and costs differs between 

conventional and unconventional oil. For conventional oil, direct estimates of reserve and/or resource 

availability were taken from the literature and input into probability distributions, with corresponding 

assumptions on correlation between the estimates. For unconventional oil (e.g. mined bitumen), two 

parameters were assigned probability distributions: a range of estimates for original oil in-place (OOIP) 

and a range of estimates of a recovery factor (i.e. between 0 and 1, which determines the proportion of 

the in-place resource base which is technically recoverable). These two distributions were then 
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Figure 7. Oil supply cost curve from 2015 by a) TIAM-UCL region and b) resource category. 

 

Oil generally requires the most refining / upgrading / processing in the upstream sector before it can be 

sent further downstream (e.g. crude oil as a traded commodity, or derived naphtha as a feedstock into 

petrochemical production of plastics etc.). In particular for some forms of unconventional oil, a huge 

ÏÐÅÒÁÔÉÏÎ ÉÓ ÒÅÑÕÉÒÅÄ ÔÏ ÕÐÇÒÁÄÅ ÔÈÅ ÏÉÌ ÔÏ ȬÕÓÅÆÕÌȭ ÆÏÒÍÓ ÏÆ ÅÎÅÒÇÙ ɉÅȢÇȢ ÃÒÕÄÅ ÏÉÌɊȟ ×ÈÉÃÈ ÒÅÑÕÉÒÅÓ ÌÁÒÇÅ 

scale investment in upgrading infrastructure and intensive energy inputs into the processes. For 

example, extra-heavy oil and bitumen oil require significant upgrading to reduce the viscosity of the oil 
from a tar-like liquid (hence the name tar-sands) to a less viscous compound which can be transported 

by pipeline. A significant part of the improvements made to the upstream sector of TIAM-UCL by 

McGlade [31] was to provide insights into the costs and availability of unconventional oil production. 

These costs and material6 flows through the reference energy system could then be assessed until, for 

example, mined bitumen is upgraded to synthetic crude oil which can then be transported and/or used 

as a useful energy carrier. These upstream processes which upgrade and/or process the initial outputs 

of the mining process require energy inputs, which have a range of efficiencies and costs. Therefore the 

ÏÕÔÐÕÔ ÃÏÍÍÏÄÉÔÙ ȬÐÒÉÃÅȭ ÏÆ ÔÈÅÓÅ ÐÒÏÃÅÓÓÅÓ ɉÕÓÅÆÕÌ ÅÎÅÒÇÙ ÃÁÒÒÉÅÒÓɊȟ ×ÉÌÌ ÈÁÖÅ Á ÐÒÅÍÉÕÍ ÁÂÏÖÅ ÔÈÅ 

cost of the mining process. This was of particular importance for bitumen and extra-heavy oil, where the 

upgrading process can account for upwards of 50%7 of the production cost (i.e. generating synthetic 

crude).  

TIAM-UCL has a range of secondary transformation processes which produce refined petroleum 

products. As with the primary transformation processes, refinery activity in TIAM-UCL requires energy 

inputs, which have costs associated, as well as the efficiency of the technology.  

3.1.4. Fossil trade 

All traded 
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infrastructure (e.g. liquefaction plants and pipelines), coal can be more easily transported and therefore 

no investment costs are required.  

Natural gas trade in TIAM-UCL is split between pipeline gas and liquefied natural gas (LNG). Both are 

constrained firstly by the underlying trade matrix shown above. Additionally, trade volumes and 

infrastructure have been calibrated to 2015/2020-2025, with under construction infrastructure (both 

pipeline and LNG) fixed to come online in the model by 2020/2025, depending on an estimated start-

date [39ɀ47].  

Liquefied natural gas trade in TIAM-UCL includes infrastructural parameters (liquefaction and 

regasification capacities, and build constraints) and cost parameters (CAPEX on new infrastructure, 

OPEX on the liquefaction/regasification process, and a shipping cost). For pipeline investment costs and 

capacity additions in the near-term, individual project costs and capacity have been added where 

appropriate (e.g. pipeline cost and maximum volume from Russia to China between 2015 and 2020 are 

based on the under-construction Power of Siberia pipeline, which is due to come online in 2020).  

The trade of oil commodities is split into various different products, which are outputs of 

processing/transformation processes in the upstream: crude oil, heavy fuel oil, naphtha, natural gas 

liquids8, diesel. As with natural gas trade via LNG tankers, the variable cost of transporting oil via 

tankers is assumed to be a function of the distance between ports, the speed of the tanker, and the 

average capacity of a ship travelling from the exporter to the importer.  

3.2. Biomass  

TIAM-UCL distinguishes between six types of bioenergy feedstock: 

¶ Municipal waste (BIOBMU), represents wastes produced by households, industry, hospitals and 

the tertiary sector that are collected by local authorities;                                                                                           

¶ Industrial waste (BIOBIN), comprises solid and liquid products such as  tyres, sulphite lyes 

(black liquor) and animal waste products;  

¶ Landfill gas (BIOLFG), is methane produced and recovered from controlled landfill sites;  

¶ Solid biomass (BIOSLD), comprises woody residues from forestry and agriculture (stems and 

branches, un-merchantable trees from pruning and thinning operations, residues from sawmill 

and plywood production, timber and paper scrap, aboveground stalks, husks, shells and cobs); 

¶ Dedicated energy crops (BIOCRP), are grassy and woody crops grown specifically for energy 

purposes; 

¶ First generation liquid biofuels (BIOLIQ) produced from food crops such as bioethanol from 

sugarcane and corn are represented as the liquid fuels directly rather than the primary crop 

resource.  

For each of these fractions cost supply curves are specified for each of the 16 regions, i.e. the amount of 

biomass available at different costs in each region. For specific details on biomass availability and costs, 

please see Annex 7.  

The only bioenergy feedstocks available for international trade are solid biomass and energy crops, while 

the waste feedstocks are assumed to be used within each region. Only solid biomass and energy crops can 

 

8 Longer chain hydrocarbons which are separated from the gas stream in processing plants, most of which form liquids at surface 

temperature and pressure, and includes ethane, propane, butane (Schlumberger, 2019) 
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4.2. Other conversion sectors 

4.2.1. Hydrogen  

Hydrogen infrastructure is well represented in TIAM-UCL from production to transportation to 

distribution to end-use devices. On the supply side, hydrogen production technologies are divided into 

three different scales: centralised large-scale production (Figure 9), centralised medium scale 

production (Figure 10) and decentralised small-scale production (Figure 11). Large-scale plants are 

based on biomass, coal and gas with continuous production of hydrogen. These plants are available with 

and without CCS technology. Hydrogen produced from centralised plants are transported with two 

different transportation options: long-distance pipe line transportation (gaseous hydrogen) and 

liquefaction plus trucks (liquid hydrogen). Liquefaction plants can be built at the production site or 

away from the site (close to demand) as shown in Figure 10. Hydrogen liquid is distributed to transport 

sector from both liquefaction plants with different transportation costs (for truck1 and truck 2). 

Hydrogen produced from these large centralised plants is also available for upstream sector for liquid 

fuel production such coal/gas to liquid (synthetic fuel) and biomass to liquid.
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Figure 10. Centralised (mid-size) H2 production

/bartlett/energy/research-projects/2019/feb/hydrogen-energy-research-programme
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of hydrogen delivery technologies for energy system models) (2012). Detailed descriptions of data 
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Figure 13. Bioenergy supply chains in TIAM-UCL starting with the supply of biomass resources 

(left of the figure), either by domestic production (blue arrows) or international trade (orange 

arrows, only available for solid biomass and energy crops). While tradable biomass can be used as 

input into all bio-technologies w and w/o CCS (orange arrows), the waste fractions can be used only for 

producing bioenergy w/o CCS (dark blue arrows). The resulting bioenergy flows are coloured by type of 

energy: green arrows for biomass pellets which can be used in several end use sectors, red arrows for bio-

electricity, blue arrows for heat for industry and buildings, and yellow arrows for transport bio-fuels and 

bio-hydrogen used in the transport and industry sectors. The green box on the right of the diagram shows 

final energy services, defined exogenously.   
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5. CCS and other NETs 

The current set-up of the model for CCS reflects revisions undertaken as part of 
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6. End use sectors 

6.1. Industry  

The industrial sector is currently modelled in TIAM-UCL in a stylized manner. It includes eight sub-

sectors, represented in Table 6 together with the technologies they include. These technologies 

represent all the energy inputs to different sub-sectors and processes, but they are not producing 

specific industrial goods to be used elsewhere in the energy system. In the same way, material recycling 

within each industrial sub-sector is not modelled in the current version.  

Each set of technologies has an existing and a new technology version. The existing technologies are 

modelled only as consumption of energy to provide specific sub-sector energy demand. No investment 

can be made into the existing technologies, which are replaced at the end of their lives by new 

technologies, which are modelled including investment and operational costs, life time, capacity factor, 

efficiency (which improves over time), and process emissions. In the current version, TIAM-UCL v 4.1.1., 

these process emissions are not attributable to an industrial product, nor to an industrial sub-sector, but 

are reported as generic industry emissions.   

 

Table 6. Main industry model characteristics 

Industrial 

subsector 

breakdown 

Technologies included Industrial 

goods  
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Figure 15. Projected industrial energy demand by sector in the Baseline 

 

The policy measures which can be applied to the industrial sector include carbon tax/cap, permit 

trading, technology subsidy, efficiency requirements. The policy impact is reflected through price 

mechanisms and model
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Figure 16. Final Energy demand of the industry per fuel type in different periods in the Baseline 

vs a 2DS mitigation scenario. 

Industrial CCS is available only fitted to heat auto-generation plants which use coal or gas as a feedstock. 

This option is available only in the chemical industry, when producing heat for non-energy petrochemical 

feedstock, in the iron and steel industry, non-metallic industry, and other industry. Note that although 

biomass can be used in the industry, in the current model version, 4.1.1, they cannot be fitted with CCS. 

The reason behind this is partially the fact that the industry can use a variety of biomass feedstocks, 

including waste streams, which in TIAM-
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For reference, the commercial sector has similar energy service demands (lighting, heating, cooling), 

however the socioeconomic driver for each energy service in the commercial sector is a composite of GDP 

growth between t-1 and t, multiplied by GDP in t-1, and raised to an exponent depending on whether 
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These constraints were used widely for residential service demands in Africa and India, to ensure that 

energy commodity vectors into the demand technologies were consistent with IEA data in the near-term. 

For reference, residential gas consumption in Africa is ~ 415 PJ in 201712, with the recalibrated TIAM-

UCL consumption figure around 10% higher at 460 PJ.  

 

As with the other end-use sectors, a fleet of additional technologies are av
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Road medium trucks Bvkm GDP 

Road cars Bvkm GDPP 

Road two wheels Bvkm POP 

Rail-freight PJ GDP 

Rail-passengers PJ POP 

Domestic internal navigation PJ GDP 
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7. Climate module 

A climate module is also integrated into the model framework, calibrated to the MAGICC simple climate 

model used by the IPCC [2], allowing for a simplified representation of the climate system. It ensures 

that any future energy system is consistent with a given temperature objective, such as limiting 

warming to 1.5°C or 2°C by 2100 and beyond. To this end, the climate module takes into consideration 

the different stages needed to calculate global surface temperature change from greenhouse gas 

emissions, as described in Figure 18:  

1) from emissions to atmospheric concentrations 

2) from concentrations to radiative forcing 

3) from radiative forcing to realised temperature 

.ÏÔÅ ÔÈÁÔ ÔÈÅ ÃÌÉÍÁÔÅ ÍÏÄÕÌÅ ÃÁÌÃÕÌÁÔÅÓ ÏÎÌÙ Á ÓÉÎÇÌÅ ȰÇÌÏÂÁÌȱ ÖÁÌÕÅ ÆÏÒ ÔÅÍÐÅÒÁÔÕÒÅ ÃÈÁÎÇÅ ×ÉÔÈ ÎÏ 

regional differentiation. The underlying mathematical structure of the module is based on a linear 

recursive approach from Nordhaus and Boyer [40]. This is a well-documented, albeit simple approach, 

which gives a good approximation of more complex climate models [38]. The mathematical equations 

with their parameters are presented in an annex of this report. 

The climate module interacts ×ÉÔÈ ÔÈÅ ÍÁÉÎ 4)!- ÍÏÄÅÌ ÏÎÌÙ ÉÎ ȰÃÏÎÓÔÒÁÉÎÉÎÇȱ ÔÈÅ ÅÍÉÓÓÉÏÎÓ ÏÆ '('Ó 

(and the technology chosen within the energy system).  In its present form, the modÕÌÅ ÄÏÅÓÎȭÔ ÉÎÔÅÒÁÃÔ 

with demand (heating or cooling for example), supply (hydro, wind for example) or most globally the 

energy system infrastructure (extreme events). 

 

Figure 18. Overview of the TIAM climate module representation. 

 

From TIAM-

UCL 

 or 

exogenous 

procsses. 
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The climate module uses GHG emissions both from the energy system (endogenous) and other GHG 

emissions from sectors, such as agriculture or land use change, not explicitly represented (exogenous). 

Successively, it calculates changes in the concentration of CO2, CH4 and N2O, the change in radiative 

forcing over pre-industrial times from all three gases adding an exogenously defined additional forcing 

(for the other GHGs and radiatively active parameters such as aerosols and clouds not represented) and 

finally the global temperature change over pre-industrial times for the atmosphere.  

Note that the radiative forcing from CO2 ÉÎ ÔÈÅ ȰÃÌÉÍÁÔÅ ÓÙÓÔÅÍȱ ÉÓ ÎÏÎ ÌÉÎÅÁÒÌÙ responding to the 

atmospheric concentration of CO2
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Appendices 

Appendix 0. TIAM-UCL version control 

This documentation corresponds to core model version 4.1.1.   
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Appendix 1. Countries included in model regions 

 

Table A. 1. List of regions and countries in the 16 region TIAM-UCL model 

Region Countries 

Africa (AFR) 

Algeria, Angola, Benin, Botswana, Burkina Faso, Burundi, Cameroon, Cape Verde, 

Central African Republic, Chad, Comoros, Congo, Côte d'Ivoire, Democratic 

Republic of the Congo, Djibouti, Egypt, Equatorial Guinea, Eritrea, Ethiopia, 

Gabon, Gambia, Ghana, Guinea, Guinea-Bissau, Kenya, Lesotho, Liberia, Libya, 

Madagascar, Malawi, Mali, Mauritania, Morocco, Mozambique, Namibia, Niger, 

Nigeria, Rwanda, Sao Tome and Principe, Senegal, Seychelles, Sierra Leone, 

Somalia, South Africa, South Sudan, Sudan, Swaziland, Togo, Tunisia, Uganda, 

United Republic of Tanzania, Zambia, Zimbabwe 

Australia (AUS) Australia, New Zealand 

Canada (CAN) Canada 

Central and South America 

(CSA) 

Anguilla, Antigua and Barbuda, Argentina, Aruba, Bahamas, Barbados, Belize, 

Bermuda, Bolivia, Brazil, Cayman Islands, Chile, Colombia, Costa Rica, Cuba, 

Dominica, Dominican Republic, Ecuador, El Salvador, Falkland Islands, Grenada, 

Guatemala, Guyana, Haiti, Honduras, Jamaica, Martinique, Netherlands Antilles, 

Nicaragua, Panama, Paraguay, Peru, Saint Kitts and Nevis, Saint Lucia, Saint 

Vincent and the Grenadines, Suriname, Trinidad and Tobago, Uruguay, Venezuela 

(Bolivarian Republic of) 

China (CHI) China, Taiwan, Tibet 

Eastern Europe (EEU) 

Bosnia and Herzegovina, Bulgaria, Croatia, Czech Republic, Hungary, 

Montenegro, Poland, Romania, Serbia, Slovakia, Slovenia, The former Yugoslav 

Republic of Macedonia 

Former Soviet Union (FSU) 

Armenia, Azerbaijan, Belarus, Estonia, Georgia, Kazakhstan, Kyrgyzstan, Latvia, 

Lithuania, Republic of Moldova, Russian Federation, Tajikistan, Turkmenistan, 

Ukraine, Uzbekistan 

India (IND) India 

Japan (JAP) Japan 

Mexico (MEX) 

Bahrain, Brunei Darussalam, Cyprus, Iran (Islamic Republic of), Israel, Jordan, 

Kuwait, Lebanon, Occupied Palestinian Territory, Oman, Qatar, Saudi Arabia, 

Syrian Arab Republic, Turkey, United Arab Emirates, Yemen 

Middle-east (MEA) Mexico 

Other Developing Asia 

(ODA)
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Appendix 2. Fossil fuels 

The fossil fuel upstream sector in TIAM-UCL incorporates the availability and costs of primary energy 

resources, all extraction processes, and any upgrading/processing required which yields energy 

commodity carriers that can be used as inputs into end-use sectors. For fossil fuel resources, this 

translates as all processes across the reference energy system from getting the resource out of the ground 

to a form where it can be input into another sector and/or traded as a to another region. Table A. 2 shows 

the breakdown of this overview of the upstream sector in TIAM-UCL.  

 

Table A. 2. Overview of upstream sector documentation 

 

Upstream focus Section  Commodity Section 

Primary energy resources 

and the extraction of 

exhaustible primary 

commodities 

A2.1 Coal A2.1.1 

Natural gas  A2.1.2 

Oil A2.1.3 

Primary  transformation 

(upgrading and/or 

processing) 

A2.2 Coal A2.2.1 

Natural gas A2.2.2 

Oil A2.2.3 

Secondary transformation 

(refining) 

A2.3   

Trade A2.4 Coal 1.4.1 

Natural gas 1.4.2 

Oil 1.4.3 

Key upstream constraints 1.5 Coal 1.5.1 

Natural gas and oil 1.5.2 

A2.1   Primary energy resources and the extraction of exhaustible primary commodities 

Primary energy resources, both for renewable and non-renewable commodity feedstocks are 

represented in the upstream sector of TIAM-UCL. Given the huge range of uncertainty around primary 

energy resources, where possible TIAM-UCL employs methods which utilise stochastic or probabilistic 

estimates in order to take account of possible ranges of estimates, as well as allowing sensitivity analysis 

to be conducted from the outputs of probability distributions where used. All primary resources in 

TIAM-UCL are subsequently used further downstream in some other process, and may require 

additional processing/upgrading (e.g. oil and natural gas), or as a direct input into transformation 

processes (e.g. solar radiation into solar PV electricity generation).  

Primary extraction in TIAM-UCL is represented by a range of Ȭminingȭ processes, with the costs 

reflecting a range of factors including: 

¶ Technology maturity (e.g. if a technology has been developed over time in a certain region, and 

experience has been accrued (learning-by-doing), then the technology can be relatively mature 

and potential cost reductions/efficiency gains can be experienced. For example, shale gas 

drilling experience was accrued over decades in the United States, both through learning-by-

doing (e.g. multiple wells per drilling pad) and fiscal incentives (tax breaks) which reduced 

costs, and therefore US shale gas costs are lower than other regions.   
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b) 

 

 

Figure A. 1. a) Cost depletion curve derived from TIAM-UCL resources and costs for global coal; b) 

supply cost curve derived from the cost depletion curve in 1.1 (a) for global coal resources 

 

 
Figure A. 2. Global supply cost curve for coal from Figure 1.1 (b) broken down into TIAM-UCL regions 
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A2.1.2 Natural gas  

The underlying availability and cost of natural gas in TIAM-UCL is disaggregated into the following 

geological categories: 

¶ Non-associated conventional gas proved reserves 

¶ Non-associated conventional gas reserve additions  

¶ Non-associated conventional gas new discoveries 

¶ Associated natural gas 

¶ Arctic conventional natural gas resources 

¶ Shale gas 

¶ Coal bed methane 

¶ Tight natural gas  

 

As with oil, the disaggregation of natural gas in TIAM-UCL is based on McGlade [31]. This analysis was 

then extended in a forthcoming thesis by Welsby [24], with field-level assessments of resource 

availabilities and costs. Resource assessments were generally conducted at disaggregated field-/play-

level, and then aggregated into the regions of TIAM-UCL using probability distributions, and taking into 

account any correlation between discrete estimates etc. These were then applied to depletion curves 

which were formed from a database of field-/play-level costs where possible. The database was then 

extended to fields for which costs were either not known (i.e. no publically available indication of field 

supply costs) or have not yet been developed. This means the representation of natural gas supply costs 

in TIAM-UCL is driven by statistically significant coefficients of field-/play-level supply costs, aggregated 

into a representative cost depletion curves.  

Figure A. 3 (a,b) shows the central supply cost curves for conventional non-associated natural gas 

resources (a significant focus of the work by Welsby [24] and an aggregated global supply cost curve for 

all natural gas resource categories. The aggregated global curves below were mainly formed from field-

/play-level data and have been aggregated from the TIAM-UCL regions. This means that some of the 

supply cost outputs will be higher/lower than the more disaggregated curves which formed the basis 

for these global supply cost curves.  
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b) 

 
Figure A. 3. Global central (P50) supply cost curve for a) non-associated conventional natural gas 

and b) unconventional natural gas resources 

 

Additionally, Figure A. 4 shows a) the regional breakdown of the resource distribution, and b) the supply 

cost with each resource category identified. For reference, none of the figures in this section include 

associated natural gas resources in the supply cost curves, as these are calculated separately, with 

resource availabilities calculated by McGlade [31] and Welsby [24], and an endogenous decision within 

the model of whether to produce the gas or flare/vent it.  
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Figure A. 4. Global gas supply cost curve by a) region b) resource category 

 

On a regional level, Figure A. 5 a shows the aggregated output distribution for combining play-level 

estimates of shale gas for the Central and South America region in TIAM-UCL, and Figure A. 5b shows the 

depletion analysis using US shale play cost analogues and linear regression using the geological 

characteristics of individual plays in South America (e.g. shale reservoir depth, thickness, etc.).1.04  S>rt  e8(u)5
[cal 
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any volumetric estimates. In general, the depletion analysis for unconventional oil exhibits significantly 

more rapid cost escalation as the resource base is depleted, than for conventional oil. 

 

a) 

 

b) 

 

 

Figure A. 7. a) Cost depletion curves for a range of oil categories, and b) supply cost curves for African 

OPEC countries showing the range of uncertainty from the output distribution, and combined with 

representative cost depletion curves in a), to form a range of potential reserve-cost combinations. 

 

Additionally, Table A. 4 shows the split of oil into each category. It should be noted that the resource 

availability is the central value taken from McGlade (2013). 

 

Table A. 4. Global availability of oil by resource category in TIAM-UCL 
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Oil category Resource availability, EJ Share, % 

Conventional 14842 52 

Unconventional 13588 48 

Global total 28400  

 

The mining processes for oil and natural gas match the geological categories listed previously. 

Unconventional oil has several more steps in the reference energy system to reflect that the output from 

ÔÈÅÓÅ ÐÒÏÃÅÓÓÅÓ ÉÓ ÉÎÉÔÉÁÌÌÙ ÓÅÖÅÒÁÌ ÓÔÁÇÅÓ ȬÂÅÌÏ×ȭ ÃÏÎventional oil. Table A. 5 below shows a range of 

costs in TIAM-UCL from McGlade [31] for the mining technologies in the upstream sector. Also included 

is the region in TIAM-UCL containing the minimum and maximum cost for each category. As with 
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and therefore incurs costs, losses, and emissions across the upstream sector. Coking coal, used 

predominantly in the production of iron and steel is represented in TIAM-UCL as a product of heating at 

huge temperatures (І ρπππoC) hard coal (it is assumed lignite is not used), leaving very high 

concentrations of carbon.15  

A2.2.2 Natural gas 

Natural gas requires processing to ensure it is of pipeline / liquefaction quality. This involves removing 

any impurities which could undermine the integrity of transportation / further transformation 

infrastructure, such as: 

¶ Hydrogen sulphide (H2S)16 and carbon dioxide (CO2) corroding gas pipelines 

¶ CO2 in a liquefaction terminal which would freeze at a much higher temperature than methane 

liquefies, and therefore lead to blockages/system shutdown at the facility 

After the mining process, a natural gas commodity carrier then passes to an upstream process which 

acts as a proxy for the collection and processing of natural gas from the well-heads to gas processing 

plants. Regionalised operation and maintenance costs are associated with this gathering/processing 

technology, as well as historical capacities. Additionally, a distinction is made between the gathering and 

processing of non-associated conventional natural gas, and unconventional natural gas. This process 

(taking into account emissions intensities, efficiencies, and any required energy inputs) turns the output 

gas from the mining process into an energy commodity which can either be traded internationally, via 

ÐÉÐÅÌÉÎÅ ÏÒ ,.'ȟ ÏÒ ÃÁÎ ÂÅ ÕÓÅÄ ÁÓ ȬÕÓÅÆÕÌȭ ÉÎÐÕÔ Äownstream, such as secondary transformation in the 

power generation sector, or directly used in the residential sector via transportation through smaller 

distribution networks (e.g. to satisfy residential heating service demand).  

Due to its large regional-scale and intensive data requirements, TIAM-UCL is not able to accurately 

reflect the techno-economic characteristics of smaller downstream distribution networks for natural gas 

(e.g. distribution networks in urban areas which transport gas to individual households for cooking and 

heating service demand) due to the granularity required to effectively model such networks. However, 

additional user constraints have been added in the model to prevent excessively large and unrealistic 

uptake of downstream natural gas, particularly for the residential sector, in regions/sub-

https://www.worldcoal.org/coal/uses-coal/how-steel-produced
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Table A. 6. Range of associated natural gas17 investment and operational costs  

 

Associated gas 

production field/region 

CAPEX, $/MMBtu OPEX, 

$/MMBtu 

Region (Country) Source 

Bakken   0.31-0.67 United States 

(USA) 

EIA [56],  

https://www.ogj.com/refining-processing/article/17250582/nigerian-operator-lets-contract-for-gas-processing-plant
https://www.ogj.com/refining-processing/article/17250582/nigerian-operator-lets-contract-for-gas-processing-plant


https://www.cer-rec.gc.ca/nrg/ntgrtd/mrkt/snpsht/2017/04-03ntrlgslbrtlsnd-eng.html?=undefined&wbdisable=true
https://www.cer-rec.gc.ca/nrg/ntgrtd/mrkt/snpsht/2017/04-03ntrlgslbrtlsnd-eng.html?=undefined&wbdisable=true
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A2.3 Secondary transformation in upstream sector 

TIAM-UCL has a range of secondary transformation processes which produce refined petroleum 

products. As with the primary transformation processes, refinery activity in TIAM-UCL requires energy 

inputs, which have costs associated, as well as the efficiency of the technology. Table A. 8 gives a brief 

example of a secondary transformation process for a generic refining technology in TIAM-UCL, which 

produces (amongst other commodities) aviation fuel. Additionally, externalities of the process (i.e. 

emissions) are accounted for.  

 

Table A. 8. Example of refinery process for secondary transformation in TIAM-UCL 

 

Process Region Input 

commodity 

choice 

Output Efficiency Investment 

cost, $M/PJ 

Residual 

capacity 

(2005), 

PJ 

Emissions 

intensity 

Existing 

flexible 

refining 

MEA_OPEC Biofuels 

Natural gas 

Crude oil 

Natural gas 

liquids 

Refined 

petroleum 

products 

 

Refinery 

gas 

Ethane  

Aviation 

fuels 

Naphtha  

Paraffin 

wax 

Oil 

lubricants 

Asphalt  

CO2 

CH4 

N2O 

0.88 6.84 11207 1600 t 

CO2/PJ 

 

A2.4 Fossil Trade  

All traded commodities in TIAM-5#, ÍÕÓÔ ÆÉÒÓÔ ÂÅ ÐÒÏÃÅÓÓÅÄȾÔÒÁÎÓÆÏÒÍÅÄ ÉÎÔÏ ȬÔÒÁÎÓÐÏÒÔÁÂÌÅȭ ÅÎÅÒÇÙ 

carriers, as described in earlier sections. An underlying matrix is then defined by the user, which 

determines inter-regional trade flows. For flexible forms of transportation (i.e. by maritime transport), 

the number of trade links will thus be higher than more constrictive forms of trading energy 

commodities (e.g. by pipeline, which are not just restricted by cost but also by geopolitical and 

geographical constraints). Table A. 9a shows a representative trade matrix22 for crude oil, with the 

number of trade links (represented by the number 1) significantly higher due to the flexibility of ocean 

tankers over pipelines23, with the significantly lower number of trade links for natural gas via pipeline 

shown in Table A. 9b. The comments in Table A. 9b reflect some of the main uncertainty in pipeline 

 

22 Applied for all traded energy commodities 

23 Crude oil is also traded via pipeline, notably in Russia/Central Asia into Europe and China, and in North America (Canada-USA, USA-

Mexico, etc.). Therefore, the activity costs of these trade processes in TIAM-UCL are reflected by the operation and maintenance costs of 
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of the potential output in a single trade link. Equation 1.1 shows the formula for the user constraints on 

growth of LNG liquefaction capacity (the same functional form is utilised for individual trade routes).  

 

  

(1.1) 

 

For individual LNG trade routes, it is assumed that trade between two regions can double across each 

time-slice, with seed values (for initial growth or to allow some additional slackness on the constraint) 

based either on historical contract data or historical trade volumes [24].   

 

Pipeline 

For pipeline investment costs and capacity additions in the near-term, individual project costs and 

capacity have been added where appropriate (e.g. pipeline cost and maximum volume from Russia to 

China between 2015 and 2020 are based on the under-construction Power of Siberia pipeline, which is 

due to come online in 2020). Some examples of pipeline investment costs are shown in Table A. 12, with 

each pipeline at different development stage [24]. However, other factors need to be taken into account 

including whether the pipeline has to cross challenging physical barriers (e.g. a sea or mountainous 

territory).  

 

Table A. 12. Pipeline investment costs for a range of representative projects used in TIAM-UCL 

Pipeline Name Status Investment Cost, 

$M/PJ 

Investment Cost, $MM/km 

Power of Siberia Under-

construction 

10.38-23.02 5.27-11.67 

Central Asia-China Operational  3.51 3.99 

TAPI Proposed 6.66-8.33 7.11-8.89 

 

Additionally, a user constraint has been added as an upper bound on potential gas pipeline trade, with a 

similar functional form as the upstream constraints discussed in Section A2
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 = pipeline growth coefficient, set at ~1.07 (i.e. allows a doubling of capacity over 10 years using 

the above formulation) 

 

 = seed value for region r and time-period t, which allows growth value to take hold if there is no 

historical trade link, or adds on to the growth constraint for absolute upper bound (i.e. slackness 

on the constraint). The seed value is added across the time-slice, rather than in each individual 

year. As with LNG, this is based on a maximum capacity addition across a time-slice.  
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before negative emissions (other than biomass with carbon capture and storage (BECCS)) are 

required.  

A2.5.2 
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Mining technology Growth coefficient Decline coefficient 

Conventional proved reserves 1.41 ( ) 0.93 

Conventional reserve 

additions 

1.41 ( ) 0.93 

Conventional undiscovered 1.41 ( ) 0.93 

Shale oil 1.07 0.8 

Mined bitumen 1.07 0.8 

In-situ bitumen 1.1 0.85 

 

(b): User constraints for a range of gas mining technologies in TIAM-UCL 

Mining technology Growth coefficient Decline coefficient 

Conventional proved reserves 1.41 ( ) 0.9526 

Conventional reserve additions 1.41 ( ) 0.92 
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upstream constraint is placed on the speed at which associated gas processing and separation capacity 

can be added. 
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Appendix 3. Climate module 

The climate module used in the model enables the translation of greenhouse gas emissions from the 

energy system into atmospheric concentrations, radiative forcing and temperature change, which can in 

turn be constrained in scenarios. The module is mainly based on that developed by ETSAP [69], but has 

been subsequently recalibrated to the MAGICC model results [2]. The recalibration has been conducted 

by stages following the different variable calculations needed to obtain the temperature change from 

greenhouse gas emissions.  

1) from emissions to atmospheric concentrations 

2) from concentrations to radiative forcing 

3) from radiative forcing to realised temperature 

The full climate module, and the improvements introduced during the three steps is checked against the 

results from MAGICC.  Different trajectories of future emissions were used in this calibration work, using 

scenarios based on the Representative Concentration Pathways (RCPs), specifically scenarios RCP3-PD, 

RCP4.5 and RCP8.6 [70]. RCP8.5 is a rising radiative forcing pathway leading to 8.5W/m2 in 2100; 

RCP4.5 is a stabilisation pathway without overshoot, resulting in 4.5W/m2 after 2100 (4.1W/m2 in 

2100); RCP3-PD (or RCP2.6) sees a peak in radiative forcing before 2100 at 3W/m2 and decline after 

(2.6W/m2 in 2100). The purpose of using these different trajectories (two with increasing 

emissions/forcing and one with deceasing emissions/forcing after a peak) is to check how the simple 

module responds to different emission trajectories. 

The climate module uses emissions both from the energy system (endogenous) other non-CO2 GHG 

emissions from other sectors not explicitly represented (exogenous). Successively, it calculates changes 

in the concentration of CO2, CH4 and N2O, the change in radiative forcing over pre-industrial times from 
all three gases plus an exogenously defined additional forcing (for the other GHGs and radiatively active 

parameters such as aerosols and clouds) and finally the temperature change over pre-industrial times 

for the atmosphere and the deep ocean. Figure A. 10 provides 
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Methane 

The mass concentration of methane is represented in a simplified single-box model, where the 

atmospheric concentration is calculated in the following way assuming a constant annual decay rate: 

ὅὌτ ώ Ὁὃ ώ ρ   ὅὌτ ώ ρ  (4) 

where CH4atm(y) is the atmospheric concentration in Mt CH4, and EACH4(y) represents anthropogenic 

emissions of CH4 in year y in Mt/year. ΦCH4 is the one-year retention rate of CH4 in the atmosphere. 

Atmospheric mass concentration can be expressed in ppb by using the conversion factor of 2.84 

ppbv/Mt CH4. 

Nitrous oxide 

The mass concentration of nitrous oxide is calculated in the same way as for methane. Equally, a single-

box is used where atmospheric N2O mass concentration is calculated in the following way: 

ὔςὕ ώ Ὁὃ ώ ρ   ὔ

4
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ЎὊ
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Table A. 15. Simplified values of radiative forcing values for extra anthropogenic forcing to CO2, 

CH4 and N2O contributions to be used in TIAM scenarios 

EXOFORC
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 Table A. 19. Hydrogen delivery technologies and data 

Refuelling station 

Technology start year AF Input H2 
Input 

electricity 

$/GJ/yr 

(2005) 

FIXOM $/GJ/yr 

(2005) 
Life 

LH2-GH2 medium 2005 0.98 1 0.0202 46 2.3 20 

LH2-GH2 medium 2025 0.98 1 0.0202 35 1.75 20 

LH2-GH2 medium 2025 0.98 1 0.0202 27 1.35 20 

GH2-GH2 medium
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Local pipeline (100 km) 2005 0.69 1.0638  16.524 0.414 80 

Local pipeline (100 km) 2025 0.69 1.0638  15.767 0.395 80 

Distribution pipeline (800 km) 2005 0.69 1.125  7.986 0.246 80 

Distribution pipeline (800 km) 2050 0.69 1.125  7.089 0.218 80 
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Appendix 7: Assumptions on biomass availability and cost 

Biomass costs in 2050 vary between 4 and 16 $/GJ for solid biomass, and between 6 and 15 $/GJ for energy 

crops depending on the region. These costs do not include a potential increase of land costs due to increased 

bioenergy demand [77]. Note that all costs are considered in 2005 USD. The waste fraction costs are included 

in TIAM using an import cost, ranging between 6 and 8 $/GJ, for bringing the commodity into the energy system. 

The costs of processing these waste streams into energy feedstock are included as operational costs of the 

different processing technologies that deal with that waste on the upstream side of the subsequent energy 

chains. 

 

Figure A. 11. TIAM-UCL assumptions on global biomass resource potential. Agricultural and 

forestall residues (solid biomass) and energy crops are available at increasing costs, reflecting 

incremental difficulty of securing higher amounts of biomass. 

 

The potential landfill gas resource is projected to be constant over time at about 7% of the total bioenergy 
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Figure A7.2. Assumptions on regional availability of bio
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MEA                                

MEX   1     1                1     

ODA   1 1   1     1 1        1 1 1 

SKO   1 1 1 1       1        1 1 1 

USA   1 1 1 1 1 1 1 1   1 1 1  1 1 

WEU 1 1   1 1       1     1 1 1  




